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The Internet, a system of intercon- The Internet’ is a loosely organized system of interconnected computer 
netted computer n&works primarily in 
the USA, can be seen as an experiment 

networks, which primarily serves the research and education commun- 

in the development, deployment and ity. Its large and growing community of sophisticated users, the diversity 
use of hiah-soeed networks. and as of applications and uses it fosters, and the trials now underwav within 
such can”prdvide guidance for the 
shaping of the future national telecom- 

gigabit testbeds make the Internet one of the boldest real-life experi- 

munications Infrastructure. Internet’s ments in broadband networking today. As a result the unfolding of the 
significance lies not only in the tech- Internet’s history, the dynamics of its evolution and the policy issues it 
nologles it helps develop, but more im- 
pottantly in the new usage dynamics it 

raises hold useful insights into the future evolution of telecommunica- 

helps uncover, the new network man- tions networks. The challenges facing the Internet community today 
agement mechanisms it tests and the presage the more general challenges that policy makers will have to 
new policy strategies it explores. tackle if they want to foster the emergence of an advanced national 
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upgraded from Tl lines (capable of transferring data at 1.54 megabits 
per second) to T3 lines (45 megabits per second). At stake in the current 
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(NREN) is the next phase upgrade to gigabit data transfer rates 

works of government agencies and univer- 
(roughly 50 times the current T3 rate). This next upgrade is planned for 
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Most significantly for our argument, the expansion of the Internet is 

uses the TCP/IP family of protocols. 
driven by users. In contrast with the national debates on the deployment 
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bone is excluded. Yet we know that the The growth in Internet traffic has been fuelled partly by increased use 
continued on page 667 among existing users but also very significantly by the addition of new 
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continued from page 666 
number of foreign networks connected to 
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The building of the Internet 

users. The Internet is available to users in over 50 countries. It has over 
4 million users affiliated with over 5000 organizations.3 In the USA 
alone there were between 2 and 3 million users of the Internet in 1991. 
According to 1992 statistics, the number of users is doubling every seven 
months.4 The Internet interconnects roughly 700 000 host computers. It 
is so important to some computer specialists that they will refuse 
employment at companies or agencies which do not have the ability to 
interconnect. 

Initially, the ARPANET - the precursor of the Internet - was 
intended only for the Department of Defense and its contractors. As it 
became open to civilian research uses, and placed under the responsibil- 
ity of the National Science Foundation (NSF), the NSFNET’s primary 
users were the academic ‘elite’ of advanced computer scientists and 
researchers. More recently two new communities of users have been 
granted access to the Internet: private corporations and the broader 
academic community. 

Private corporations use the Internet as a wide area network (WAN) 
to interconnect their local area networks (LANs). The broader 
academic community, including for example academic libraries as well 
as K-12 schools,’ is using the Internet for electronic mail (e-mail), file 
transfers and library interconnection. As a result the character of the 
Internet’s user community has changed significantly. The character of 
network use and the kinds of applications carried over the network are 
changing accordingly. Interactive applications now constitute the 
fastest-growing segment among the applications carried by the Internet. 

The reason for the widespread enthusiasm is not that the Internet is 
the optimal high-speed data network. In fact the network’s main family 
of protocols, TCP/IP, is now quite old and probably much less efficient 
than newer approaches to high-speed data networking, such as Frame 
Relay or SMDS (switched multimegabit data service). Its success stems 
from the fact that the Internet is often today the only possible outlet for 
eager users which offers a standardized and stable interface, along with 
a deliberate focus on openness and interconnection. While these entail 
problems, such as vulnerability to worms and viruses,(j they make the 
Internet extremely attractive to very different groups of users in 
corporations, government agencies and academic institutions. 

Further, as a result of its widening use the Internet is becoming a very 
fertile experimental ground for high-speed networking applications. 
Here again we find it extremely interesting that the most successful 
‘broadband’ applications now supported by the Internet differ signifi- 
cantly from those most prominent in the public debate. For example, 
they tend to involve corporate computing (whether by libraries doing 
cooperative cataloguing, or by corporations linking CAD workstations) 
rather than video transmission. The open systems approach to network 
embraced by the Internet favours and stimulates a variety of these 
experiments. The work underway in the gigabit testbeds reinforces this 
trend and takes it one step further. Overall, the various Internet user 
communities are uncovering new facets of, and new potential uses for, 
broadband networks. Therefore the unfolding results of the Internet 
experiment deserve attention as we try to understand what the future 
information infrastructure will look like and what it will be used for. 

The policy environment surrounding the evolution of the Internet is 
dramatically different from the traditional telecommunications policy 
environment. The policy goals being discussed, the policy mechanisms 
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which have permitted the growth of the Internet, and which are now 
envisioned to guide its future, are actually quite foreign to the 
telecommunications debate. Although they are not necessarily discus- 
sed in those terms, Internet-related policies reflect industrial policy 
considerations, for example, when they have allowed a military-funded 
network to be spun off for broader civilian use, or when they viewed the 
development of the NREN as a way to further US competitiveness. 

Cross-subsidies of many kinds - including several that would probably 
no longer be tolerated within the public telecommunications networks - 
pervade the Internet. These include the initial military subsidies which 
suported the Internet’s basic technology development and the public 
subsidies channelled by DARPA, the NSF and the Department of 
Energy into the exploration of high-speed networks and applications. 
Current discussions about the conditions under which for-profit use of 
the Internet by private companies should be allowed - the so-called 
‘privatization of the Internet’ - in effect explore new possibilities for 
cross-subsidizing Internet use between various categories of users. 

The significance of these mechanisms goes beyond simple transfers of 
funds. Underlying them is a larger effort to assemble a coalition of users 
who will share a common network infrastructure that is beneficial to all. 
At stake is the deployment of a network infrastructure able to support 
joint experimentation and learning among various Internet users and to 
serve as a conduit for the diffusion of network-related innovations 
across various user communities. Joint experimentation is becoming an 
important feature of the bargains established between Internet access 
provider firms and for-profit users. An example is an agreement 
between Hewlett-Packard and PSInet to give Hewlett-Packard access to 
the Internet in exchange for H-P’s willingness to share innovations that 
result. Another example is the use of the Internet as a distribution 
channel for new software releases, such as the latest version of 
X-Windows. 

The Internet is a fascinating experiment in the development, 
deployment and use of high-speed networks. This experiment can 
provide some guidance for national telecommunications policy as the 
latter faces the task of shaping the future of the nation’s network 
infrastructure. The significance of the Internet as an experiment lies not 
simply in the technologies it helps develop, but more importantly in the 
new usage dynamics it helps uncover, the new network management 
mechanisms it tests and the new policy strategies it explores. Ultimately 
the NREN may come to represent much more than simply a large-scale 
experiment. It could become a critical piece of the USA’s information 
infrastructure. 

The building of the ARPANET 

The ARPANET’s origins can be traced to the appointment in 1961 of 
J.C.R. Licklider, at that time a professor of mathematics at Mas- 
sachusetts Institute of Technology (MIT), as the first director of 
computing office of the Advanced Research Projects Agency (ARPA) 
at the Department of Defense. While Licklider was not a computer 
scientist, he was a visionary who believed in time-sharing and interactive 
computing. Licklider’s interest in interactive computing led him to 
support efforts to create radically new communication systems. He was 
succeeded at ARPA by Ivan Sutherland, who was to hire the people 
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The building of the Internet 

who eventually designed the first packet-switching network. Suther- 
land’s successor, Robert Taylor, also believed strongly in the idea of 
networking. Taylor was responsible for selecting the team that built the 
first packet-switched network. Licklider’s, Sutherland’s and Taylor’s 
efforts at ARPA helped to accelerate the development of time-sharing 
computers and computer networks.’ 

Even before Licklider, Sutherland and Taylor were funding early 
work on time-sharing and networks, Paul Baran at the Rand Corpora- 
tion was thinking about networking computers to create a robust 
communication system to survive a nuclear first strike. In reports 
published in 1964 Baran ‘proposed that messages be broken into units of 
equal size and that the network route these message units along a 
functioning path to their destination where they would be reassembled 
into coherent wholes’.8 Donald Davies at the National Physical 
Laboratory in the UK first used the word ‘packet’ in late 1965 to 
describe the units of equal size mentioned in Baran’s work. He did not 
see Baran’s work until after circulating his own work on packetizing 
data for storage and forwarding.’ 

While Baran and Davies independently came up with the idea of 
using packets for the storage and transmission of data on computer 
networks, it was not until 1967, when ARPA was preparing its 1968 
request for proposals (RFP) for a system to reliably link computers in 
academic, industrial and government research laboratories, that a 
packet-switching network was actually designed. ARPA’s Taylor had 
hired Larry Roberts away from MIT’s Lincoln Laboratory in 1967 to 
write the RFP and to decide on the sites. In writing the plan for the 
ARPANET, which was published in June 1967, Roberts essentially had 
to design a packet-switching network. Roberts had not read the works 
of either Paul Baran or Donald Davies. Nevertheless he saw quickly the 
value of using a ‘packet-switching’ architecture for networks. 

Paul Baran, in a recent article, quotes a concise explanation of the 
concepts behind packet switching: 

The basic idea is to allocate some of all the system capacity (along some path 
between subscribers) to one customer at a time; but only for a very short period 
of time. Customers are required to divide their messages into small units 
(packets) to be transmitted one at a time. Each packet is accompanied by the 
identity of its intended recipient. In packet-switched networks each packet is 
passed from one packet switch to another until it arrives at one connected to that 
recipient, whereupon it is delivered. Packets arriving at a switch may need to be 
held temporarily until the transmission line that they need is free. The resulting 
queues require that packets be stored in the switches and it is not unusual that all 
packet buffers are occupied in a given switch. Thus both the switch capacity 
(processing and storage) and transmission capacity between switches is 
statistically multiplexed by subscribers. The designers of such packet networks 
are faced with the problem of choosing line capacities and topologies that will 
result in relatively high utilization without excessive congestion.” 

Packet switching is different from circuit switching in that, in a 
packet-switching network, packets have no previously determined 
routes or paths. Each packet travels separately by the best route 
possible at any given time. The separate packets do not have to take the 
same route. Once the packets arrive at the destination they are 
reassembled into the proper sequence.” 

Robert Kahn, then a Professor of Mathematics at MIT, took a 
one-year leave in 1968 to work at a government-funded private 
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Cambridge, MA, thinktank called Bolt Beranek and Newman (BBN), 
so that he would have more in common with his colleagues at MIT. Many 
of his colleagues did applied work and Kahn felt that his own work was 
overly theoretical.” Kahn was assig ned the problem of responding to 
ARPA’s RFP for computer networks. Frank Heart at BBN had 
experience building computer hardware and knew how to take Kahn’s 
mathematical ideas and put them into practice. With the help of Heart 
and Sever0 Ornstein, Kahn wrote BBN’s proposal for the ARPA 
contract. The contract was awarded to BBN in January 1969.i3 

BBN built a specialized computer for the ARPA contract called an 
interface message processor (IMP). l4 The IMP was a packet switch that 
was connected directly to a host computer and could transfer packets to 
other IMPS via 56 kbps leased telephone lines. In the autumn of 1969 
the first IMP was installed at UCLA, which became the first 
ARPANET node. Kahn and another BBN employee, David Walden, 
went to UCLA to test and debug the IMP. By December 1969 the 
network had been expanded to four nodes. There were 23 host 
computers on the ARPANET in April 1971,62 in June 1974 and 111 in 
March 1977.15 

In 1972 Kahn joined DARPA to become Director of the Information 
Processing Techniques Office where he started the Strategic Computing 
Program. At this point the ARPANET consisted of around 30 host 
computers connected with each other by IMPS linked together through 
leased telephone lines. A new device called a Terminal IMP (TIP) was 
added to the network in 1972 to allow users to dial up the network from 
remote terminals over the public switched telephone network (PSTN). 
In October 1972 Kahn installed a complete ARPANET node at the first 
International Conference on Computer Communications in Washing- 
ton, DC, thus making possible the first public demonstration of a 
packet-switched network.16 

The origins and role of TCP/IP 

The ARPANET was immediately useful to the computer science and 
military c0mmunity.l’ Now it was possible to link up many different 
kinds of computers with differing data transfer rates, and data could be 
transferred reliably. Access to the ARPANET was limited to defence 
agencies and defence contractors. Within that group the heaviest use of 
the ARPANET was by the computer scientists. As of 1971 the two most 
widely used applications on the ARPANET were electronic mail and 
remote login services. 

Its users came to see the ARPANET is an invaluable tool, and later 
put pressure on the Department of Defense to provide broader access in 
order to realize its full potential for the scientific community. By 1983 
the ARPANET had expanded to over 100 nodes (from four in 1969), 
but access was still limited to defence agencies and defence contractors. 
Two new special purpose networks were built in the early 1980s on the 
model of ARPANET - CSNET, funded by the National Science 
Foundation, and BITNET, funded by IBM1* - to give access to 
electronic mail capabilities to the non-defence-contracting computer 
science and academic communities respectively. Access to the CSNET 
gave computer scientists access to all the nodes on the ARPANET.19 
BITNET connected only those local networks that were connected to an 
IBM mainframe.20 

670 TELECOMMUNICATIONS POLICY November 1992 



“In particular, the ALOHA system 
pioneered by Norman Abrahamson at the 
University of Hawaii in 1970 and first de- 
ployed in 1971. See Baran, op tit, Ref 10, 
pp 211-221; and Tannenbaum, op tit, Ref 
14, p 182. 
‘TCP stands for Transmission Control 
Protocol and IP for Interconnection Pro- 
tocol. See Tannenbaum, op tit, Ref 14, 
pp 36-40; John Davidson, An introduction 
to TCf//P, Springer Verlag, New York, NY, 
1988; and Douglas E. Comer, Intemet- 
working with TCP/IP: Principles, Protocols, 
and Architecture, Prentice Hall, Engle- 
wood Cliffs, NJ, 1988. Cerf was later to 
pfay a key role, along with Kahn, in building 
a political coalition to support the construc- 
tion of a national data network to replace 
the ARPANET when the ARPANET was 
decommissioned in 1990. In addition, Cerf 
chaired the Internet Advisory Board (IAB) 
from 1989 to 1992. The IAB deals with 
technical and governance problems in the 
Internet community. 
23This is somewhat ironic in that the TCP/ 
IP is today challenged by advocates of 
another ‘open systems’ approach called 
Open Systems Interconnection (OSI). 
“Mark Hall and John Barry, Sunburst: The 
Ascent of Sun Microsystems, Contempor- 
ary Books, Chicago, IL, 1990. 
25Written comments on an earlier draft by 
Vint Cerf, March 1992. See also James 
Wilson, Berkeley UNIX: A Simple and 
Comprehensive Guide, Wiley, New York, 
NY, 1991, p 2; and H.M. Dietel, Operating 
Systems, 2nd edn, Addison-Wesley, New 
York, NY, 1990, pp 571-573. It is interest- 
ing to note that the UNIX at Berkeley led 
not only to the proliferation of TCP/IP sys- 
tems but also to the formation of Sun 
Microsystems under the leadership of Ber- 
keley UNIX researchers like Bill Joy. 
%Ethernet permits packet switching in loc- 
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The building of the Internet 

Vinton Cerf first met Walden and Kahn in 1969 when they went to 
UCLA to install the first ARPANET node. Kahn wanted Cerf at 
DARPA because Cerf knew a lot about the early work on network 
protocols, but Cerf decided instead to join the faculty at Stanford in 
1972 (he was not to join the DARPA staff until 1976). That did not keep 
the two from collaborating on network protocols, however. The Depart- 
ment of Defense wanted to interconnect computers with satellites, and 
with packet radio systems,21 and Kahn needed help from Cerf to rework 
the older network protocols to handle this difficult problem. In the 
process of doing this Cerf and Kahn invented the ‘gateway’ concept, 
which allowed very different types of networks to be connected, even 
though they used different-sized data packets and worked at different 
clock speeds. The IEEE published a paper by Cerf and Kahn in May 
1974 which outlined a network interconnection protocol that is now 
known as TCP/IP.** Thanks to its robustness, adaptability and relative 
simplicity TCP/IP has become a de facto world standard for intercon- 
necting networks. 

The gateway concept makes TCP/IP particularly useful for people 
who want to interconnect computers and networks manufactured by 
different companies. Thus TCP/IP pioneered what is now called the 
‘open systems’ approach.” The UNIX operating system that was 
developed in 1969 by Ken Thompson and Dennis Ritchie at Bell 
Laboratories was made available to a number of universities for 
research purposes through AT&T’s liberal licensing policy in 1975.24 
DARPA funding, beginning in 1980, made it possible for TCP/IP to be 
incorporated into the kernel of the BSD 4.1 version of Berkeley UNIX 
in 1981, which was made freely available to all computing sites with 
UNIX systems.*’ 

The TCP/IP protocol suite was adopted as the standard for the 
ARPANET in January 1983. All UNIX systems now contain TCP/IP in 
the kernel, which includes almost all scientific and engineering work- 
stations. Now even manufacturers of non-UNIX systems, like IBM and 
Digital Equipment Corporation, support TCP/IP interconnection ser- 
vices as less powerful supplements to their proprietary network protocol 
suites. The wide availability of TCP/IP systems in the marketplace is a 
major reason for the rapidly expanding traffic on the Internet. 

To summarize, developments in packet switching and network pro- 
tocol standardization greatly expanded the possibilities for the 
ARPANET. However, the ARPANET had to face a number of other 
challenges and opportunities during its lifetime to maintain its viability 
and utility for the user community. One of these was to adapt to the 
development of local area networks (LANs), starting from the develop- 
ment of Ethernet by Robert Metcalfe at Xerox Corporation’s Palo Alto 
Research Center (PARC).26 Another was to respond to the building of 
regional and special-purpose computer networks which eventually 
needed greater geographic reach.27 The challenge which ARPANET 
could not handle, and which led to its demise, was to expand access 
beyond the community of defence agencies and defence contractors. 

The building of the NSFNET 

In the late 1970s and early 1980s a national programme for supporting 
research in supercomputing got underway which put very strong press- 
ures on the federal government to build a public network accessible to 
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all major research facilities, public and private. The Computing for 
Education and Research Program (CER) was established at the Nation- 
al Science Foundation in the late 1970s. This programme did not include 
supercomputing initially, but early in 1980 the NSF got congressional 
approval for the construction of five supercomputing centres. The 
selection of sites was made in 1983-84 and new supercomputing centres 
were built in 1985-86 at Cornell University (the Cornell National 
Supercomputer Facility), Princeton (the John Von Neumann Center), 
Pittsburgh (the Pittsburgh Supercomputing Center), the University of 
Illinois at Urbana/Champaign (the National Center for Supercomputing 
Applications) and the University of California at San Diego (the San 
Diego Supercomputer Center) .28 Four Engineering Centers of Excell- 
ence (at the University of Delaware, Purdue University, the University 
of Washington at Seattle and the University of Minnesota) were 
included in the NSFNET networking plans in 1986-87.29 

There were only five NSF supercomputer centres initially because of 
the great expense of the new machines. Because scientists who were not 
based at universities near the centres wanted access to them, the NSF 
decided to provide access via networks. At a meeting in 1979 at the 
University of Wisconsin, Kent Curtis of NSF approached Robert Kahn 
of DARPA to ask whether the ARPANET would be capable of linking 
the separate supercomputing facilities. Kahn was enthusiastic about the 
idea, but it was not to be. 

The Department of Defense had decided to expand the original 
ARPANET in the early 1980s. In October 1983 the ARPANET was 
officially split into two networks: the MILNET and the ‘residual’ 
ARPANET. Prior to the split ARPANET had over 100 nodes and 
combined R&D activities with more strictly military ones. The new 
MILNET, with 60 nodes, was to be a strictly military network, but there 
were gateways to connect the MILNET to the ‘residual’ ARPANET. 
That left more than 40 nodes for the ‘residual’ ARPANET which Kahn 
hoped would become the backbone for the new network linking the 
NSF supercomputing centres.30 

The Pentagon asked Congress for an expansion of the MILNET to 
3600 nodes and was authorized to do so, but there were not enough 
people in the Defense Communications Agency to perform the work 
necessary for the requested expansion31 So Kahn had the idea that he 
could create a supercoalition of supporters of both the NSFNET and the 
MILNET to build the new supercomputer network and the new 
MILNET by adding nodes to both the MILNET and the residual 
ARPANET at the same time. 

For a while it looked as though this plan would work. However, the 
labyrinthine acquisition procedures of the Department of Defense and 
delays in the delivery of circuits from the telephone companies created 
long lags in the addition of new nodes, so the NSF decided instead to 
bypass DARPA and to build the new supercomputing network on its 
own. After an interim period of linking the supercomputing centres with 
a ‘do-it-yourself’ network,32 the NSF issued a Request for Proposals. 
The RFP was awarded in 1988 to a three-company team led by Merit, 
Inc, which included IBM and MCI.33 The NSF awarded $14 million to 
the Merit-led team to put the NSFNET backbone in place. Merit was 
responsible for the management and administration of the NSFNET. 
MCI was responsible for maintaining the network for five years. IBM 
provided its NetView network management software and switches 
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Figure 1. The NSFNET Ti backbone. 

Source:. Jordan Becker, Vice President for 
Network Services, ANS CO+RE Systems 
Inc, presentation at a conference at the 
Center for Communications and Informa- 
tion Science, Columbia University, New 
York, NY, 5 September 1991. 

34Willie Schatz and Mary Jo Foley, ‘Users 
welcome new NSF network with glee and 
caution’, Datamation, 1 September 1988. 
35See Frederick Williams, The New Tele- 
communications: infrastructure for the In- 
formation Age, Free Press, New York, NY, 
1991, p 88. 
3?CP is Transmission Control Protocol; 
UDP is User Data Protocol. Other TCP/ 
UDP services include ire, talk, X-Windows 
and Appletalk services. X-Windows in par- 
ticular is a highly network-intensive service 
and is used extensively by scientists and 
engineers with UNIX workstations: Internet 
e-mail from Eric Aupperle to Rob Reed, 19 
May 1992. Another source indicates that 
over 90% of TCPllP traffic on some Inter- 
net nodes is accounted for by six applica- 
tions: FTP (file transfer protocol), SMTP 
(simple mail transfer protocol), NNTP (net- 
work news transfer protocol), VMNET (an 
IBM mail exchange application), TELNET 
(used for remote logins) and RLOGIN (also 
used for remote logins). See Peter B. 
Danzig and Sugih Jamin, ‘TCP/IP: a library 
of TCP internetwork characteristics’, Com- 
puter Science Department, University of 
Southern California, Los Anaeles. USC- 
CS-91-495 (available from the authors at 
the following internet address: traffic 
@excalibur.usc.edu). 
31his was confirmed in a recent presenta- 
tion by Jordan Becker, Vice President of 
Network Services, ANS CO+ RE Systems, 
Inc, at the Center for Communications and 
Information Science and Policy Confer- 

_ ence, 5 September 1991. 
3BIvars Peterson, ‘Highways for informa- 
tion’, Science News, Vol 133, 18 June 
1988, pp 394-395. 
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BA 

based on IBM computers. By July 1988 the new backbone was in place 
(see Figure 1).34 

There were 13 nodes on the NSFNET backbone with the capability of 
transferring data at 1.5 Mbps, a rate considerably higher than the speed 
of ARPANET (56 kbps in the early 1980~).~’ Despite NSF’s decision 
not to build the NSFNET on the foundation of the ARPANET, the 
NSFNET shared ARPANET’s decision to use the TCP/IP protocol 
suite, The builders of the NSFNET considered Open Systems Intercon- 
nection (OSI) protocols, but opted for TCP/IP because they believed 
the OS1 protocols were not ready. Several new protocols were added to 
the TCP/IP family to provide new services. The original TCP/IP 
protocols continued to operate satisfactorily under the higher data 
transfer rates of the NSFNET. 

Rapid traffic growth on the NSFNET 

Traffic on the NSFNET grew very rapidly. In May 1989 traffic was 
approximately 1 billion packets per month. By May 1991 traffic had 
increased to 7.56 billion packets per month, a 140% increase over the 
3.15 billion packets transmitted in May 1990. By March 1992 traffic had 
almost doubled to 14.9 billion packets (see Figure 2). 

Packet use of NSFNET by application was as follows in March 1992: 
21% for networked mail applications, 29% for file exchange, 2% for 
non-TCPKJDP services, 27% for other TCP/UDP services, 7% for 
domain name look-up, and a remaining 14% for interactive applications 
(see Figure 3). The category of applications that has been growing most 
rapidly is other TCP/UDP services.36 Thus one can argue that inter- 
actiwe and X-Windows applications have contributed proportionally 
more than others to the growth of Internet traffic in the last two years.37 

In 1989 around 200 universities were on Internet.38 The total number 
of networks on the system in May 1989 was 516. Of those, 95 were 
foreign. By March 1992 there were 4976 networks on the system, 
including the MILNET networks configured for the NSFNET backbone 
(added in the summer of 1990). The number of foreign networks on the 
NSFNET was 1697 in March 1992 (see Figure 4). 

The residual ARPANET was decommissioned in June 1990 and all 
the old civilian ARPANET nodes were taken off the network. DAR- 

TELECOMMUNICATIONS POLICY November 1992 673 



The building of the Internet 
March 1992 
14.90 billiona 

Figure 2. NSFNET packet traffic his- 
tory. 
a Total packets, Tl and T3 networks. 
Source: Merit, Inc, April 1992. 

Figure 3. NSFNET applications his- 
tory by percentage. 
Source: Merit, Inc, April 1992. 
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Table 1. NSFNET mid-level networlcs. 

BARRNET North California 
CERFnet Western USA 
CICNET Illinois, Iowa, Michigan, Minnesota, Ohio, Wisconsin 
JVNCNET Eastern USA and international 
LOS NETTOS Los Angeles 
MichNeVMerit Michigan 
MIDNET Arkansas, Iowa, Kansas, Missouri, Nebraska, Oklahoma 
MRNET Minnesota 
NSCANET Illinois, Indiana, Wisconsin 
NEARNET Nevada 
NORTHWESTNET Northwestern USA 
NYSERNET New York 
OARNET Ohio 
PREPNET Eastern USA 
PSCNET Eastern USA 
SDSCNET San Diego Supercomputer Network 
SESQUINET Texas 
SURANET Southeastern USA 
THENET Texas 
USAN National 

Source: This list was published in the Cerfnet 
VERNET Virginia 

User’s Guide, July 1991, p 17. 
WESTNET Western USA 

PA’s cost for maintaining the ARPANET in that last year was around 
$11 million, and it decided the money would be better spent on other 
forms of research and development. Most of the civilian users of the 
ARPANET had made the transition to the NSFNET, often through 
regional or mid-level networks. ARPANET users were granted access 
to the NSFNET under an agreement reached between NSF and 
DARPA in October 1985.3g The ARPANET had served its purpose 
well, but was not able to become the backbone for the new NSFNET 
because access could not be expanded beyond the military and com- 
puter science communities. The visions behind the NSFNET and the 
Internet were more expansive and inclusive. Virtually all academics, 
most employees of the US government and some employees of private 
businesses would have access to the Internet. The next step would be to 
expand access to all employees of commercial businesses able to pay an 
interconnection fee. 

Private enterprise comes to the Internet 

To arrange the interconnection of universities to the NSFNET, a system 
of NSF mid-level networks was established around a number of existing 
regional networks and some new ones.4o Table 1 gives an incomplete list 
of the NSFNET mid-level networks. Some of these mid-level networks, 
like CERFnet, provide interconnection services for private businesses 
for a fee consistent with the NSFNET Acceptable Use Policy. Accept- 
able use involves ‘research and instruction at not-for-profit institutions 
in the United States’. Commercial (for-profit) uses are permissible only 
if they are consistent with the overall purposes of the NSFNET. 
Exceptions must be approved at the NSF Project Office on a case-by- 
case basis.41 This seems not to have placed too many limitations on the 
information firms of California, many of whom access the Internet 

3gQuarterman and Hoskins, op tit, Ref 20, 
through CERFnet. 

%te establishment of the regional net- 

There were enough commercial users of the Internet who did not 

works was to some extent a reaction to the 
want to be bound by the NSFNET Acceptable Use Policy that there was 

decommissioning of the ARPANET. 
considerable demand for purely private Internet interconnection ser- 

4’Cetfnef User’s Guide, July 1991, pp 19- vices. For example, Hewlett-Packard set up its own proprietary internet 
20. for the purpose of linking its geographically dispersed research opera- 
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Figure 5. NSFNET T3 backbone, 1992. 

Source: Merit, Inc, April 1992. 

tions. National Semiconductor Corporation used its private internet to 
network advanced workstations to conduct simulations of new circuit 
designs4’ 

In addition, some of the burden of managing the existing networks 
was shifted to private sector firms, through service contracts with the 
mid-level networks. For example, PSInet (run by Performance Systems 
International of Reston, VA) now provides network management 
services to NYSERNET that used to be performed by NYSERNET 
itself. PSInet also provides access to the Internet via NYSERNET or 
commercial firms in the New York area. Another private firm, UUNET 
Technologies of Falls Church, VA, now provides Internet connection 
through its AlterNet. General Atomics of San Diego does the same 
through its CERFnet operations. CONCERT is a private mid-level 
network established in 1985 to interconnect universities in North 
Carolina. Similarly, the state of Michigan funded the building of 
MICHNET to connect universities, state agencies and private 
businesses in the state of Michigan.43 

The NSFNET has added T3 leased lines to its existing Tl leased lines 
(bringing trunk transmission speeds up to 45 Mbps) in 1991-92 through 
a contract with a firm called ANS (Advanced Network and Services, 
Inc), which is a non-profit joint venture formed by IBM, Merit and MCI 

%terview materials; John Markoff, ‘A net- in 1990 (see Figure 5). Merit is still responsible for the management of 
work of networks that keeps scientists the NSFNET, but it now contracts with ANS for some network 
plugged in’, New York Times, 1 January 
1992, p 21. 

management services and ANS, in turn, contracts with Merit to obtain 

%ee Sharon Fisher, ‘Whither NREN?‘, access to Merit’s accumulated expertise. In 1991 Merit, IBM and MCI 

Byte, July 1991, pp 181-190. formed another joint venture called ANS CO+RE (pronounced ‘core’, 
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‘%formation supplied to the authors by 
Jordan Becker of ANS CO+RE and Eric 
Aupperle of Merit, Inc. 
45John Markoff, ‘Data network raises 
monopoly fear’, New York Times, 19 De- 
cember 1991, p C7. 
46Here is a typical quote: ‘I want to see a 
day when a school child in Tennessee can 
come home after class and set down, and 
instead of playing Nintendo, use some- 
thing that looks like a Nintendo apparatus 
and plug into the Library of Congress; and 
read just not words, but look at pictures 
and moving graphics presented artfully 
and imaginatively in a way that captures 
and holds that child’s attention; responds 
to the child’s curiosity so the child can 
navigate through an ocean of information 
according to what he or she wishes to 
explore at the moment.’ High Performance 
Computing and Communications Act of 
1997, Hearing Before the Subcommittee 
on Science, Technology, and Space of the 
Committee on Commerce, Science, and 
Transportation of the US Senate, 102nd 
Congress, 5 March 1991, USGPO, 
Washington, DC, 1991, p 42. See also 
Albert Gore, ‘A national vision’, Bvte. Aoril 
1991, pp 188-189; ‘Infrastructure for the 
global village’, Scientific American, Vol 
285, September 1991, pp 159-153. 
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short for ‘commercial’ and ‘research’) as a for-profit subsidiary of ANS. 
ANS CO+RE sells network services to commercial and research- 
oriented clients4 

There has been some controversy about making the publicly funded 
Internet available for purely commercial uses by for-profit service 
providers. The reason given by the government for this particular move 
was to establish competition for access to the publicly funded networks. 
But, according to William L. Schrader, president of the firm that runs 
PSInet (which now must compete with ANS CO+RE): ‘It’s like taking a 
Federal park and giving it to K Mart. It’s not right, and it isn’t going to 
stand. As a taxpayer, I think it’s disgusting.‘45 In short, one of the larger 
issues that privatization of the NSFNET raises is: Who should benefit 
from the subsidies that the federal, state and local governments have 
given to the building of the NSFNET and the mid-level networks, and 
how should these beneficiaries be regulated? 

Business users have now been granted access to the Internet, albeit 
for a fee. The Internet inherited most of the users of the ARPANET 
after the NSFNET was built and enhanced. The building of the 
NSFNET expanded the circle of users to non-defence government 
bureaucrats and academics outside the defence and computer science 
communities. The building of mid-level and regional networks together 
with the privatization of some network services created the possibility of 
extending access to the Internet to new business users outside the 
limited circle of defence contractors. As a result of the rapid growth in 
the use of the Internet by businesses, commercial users are likely to play 
a major role in its future development. We turn now, accordingly, to a 
discussion of the efforts by the US Congress to upgrade the NSFNET 
backbone of the Internet in the USA through the creation of a National 
Research and Education Network. 

The National Research and Education Network 

In the building of the ARPANET the Defense Advanced Research 
Projects Agency was the primary actor. The National Science Founda- 
tion was the key player in building the NSFNET backbone of the US 
portion of the Internet. In 1991 the US Congress decided to fund 
research on a National Research and Education Network (NREN) 
which will eventually upgrade the NSFNET backbone to gigabit speeds. 
The leadership of Senator Albert Gore (D-TN) in shepherding the 
NREN legislation through Congress is widely acknowledged. Gore’s 
leadership has been premised on a somewhat different vision of the 
future uses of the network than those which are implicit in the growth of 
the ARPANET, NSFNET and Internet. Gore has stated on numerous 
occasions that he wanted the NREN to help the USA recover some of 
its lost international competitiveness, not just by improving the telecom- 
munications infrastructure for academic and business research, but also 
by helping to develop new information resources for K-12 education and 
the public at large.46 But the final legislation reflects a more elitist vision 
which coincides more closely with the wishes of the US scientific 
community than with the more democratic vision of Senator Gore. The 
story of the politics behind the NREN legislation is a story of how the 
scientific community’s vision prevails. 

After much congressional deliberation, the joint version of the Senate 
bill (S 272) and the House bill (HR 656), the High-Performance 

TELECOMMUNICATIONS POLICY November 1992 677 



The building of the Internet 

%ffice of Technology Assessment, 
Supercomputers: Government Plans and 
Policies, USGPO, Washington, DC, March 
1986, p 22. 
4BExecutive Office of the President, Office 
of Science and Technology Policy, A Re- 
search and Development Strategy for High 
Performance Computing, Washington, 
DC, 20 November 1967, p 2. 
4gNational Research Council of the Nation- 
al Academy of Sciences, The National 
Challenge in Computer Science and Tech- 
nology, National Academy Press, Wash- 
ington, DC, 1988, p 7. 
?Vational High-Performance Computer 
Technology Act of 7999, Hearings before 
the Subcommittee on Science, Technolo- 
gy, and Space, of the Committee on Com- 
merce, Science, and Transportation of the 
US Sentate, 21 June. 26 Julv and 15 
September t 989, USGPO, Washington, 
DC, 1989. 

Computing and National Research and Education Network Act of 1991, 
was passed into law on 11 September. The history of this particular 
legislative programme begins on 24 June 1986. On that day Senator 
Gore introduced S 2594, the Supercomputer Network Study Act of 
1986. S 2594 required the White House Office of Science and Technolo- 
gy Policy (OSTP) to report to Congress on the federal government’s 
role in promoting supercomputing and high-speed networking. 

The OSTP delivered the mandated report to Congress on 20 Novem- 
ber 1987. The report iself was prepared by the Federal Coordinating 
Council for Science, Engineering, and Technology (FCCSET), an 
organization created by Congress in 1976 with the legislation that 
established the OSTP. But we need to go back a little further to trace 
the roots of the recommendations in the OSTP’s 1987 report. 

In 1982 the Panel on Large Scale Computing in Science and Engineer- 
ing issued a report, later called the ‘Lax Report’ (because the Panel was 
chaired by Peter Lax), which noted that the US research community was 
seriously lacking in access to high-performance computing. Jointly 
funded by the NSF and the Department of Defense, the Panel’s report 
recommended that there be a new national supercomputer programme. 
In 1983 the FCCSET made the Lax Report its point of departure and 
formed a Panel on Supercomputers to examine what federal policies 
could be adopted to ‘advance the development and use of large-scale 
computers’.47 

The OSTP’s 1987 report echoed the Lax Report and the FCCSET’s 
1983 report in asserting that the USA needed to be concerned about 
growing international competition in supercomputers and in highly 
capable computer networks, citing efforts of the Europeans and the 
Japanese that threatened to leave the USA behind. It recommended 
that the government establish a long-range strategy for basic research on 
high-performance computing (HPC), to encourage joint business- 
university-government research in advanced software technology and to 
coordinate the building of a research network ‘to provide distributed 
computing capability that links the government, industry, and higher 
education communities’.48 

The National Research Council of the National Academy of Sciences 
(NAS) issued a report in 1988 entitled The National Challenge in 
Computer Science and Technology which strongly reinforced the mes- 
sage delivered by the 1987 OSTP report. The NAS report argued that 
government funding of advanced computing research was necessary for 
preserving US competitiveness in an industry which accounted for as 
much as 10% of the GNP and almost 10% of all capital investment.4g 
On 18 October 1988 Senator Gore introduced S 2918, the National 
High-Performance Computer Technology Act. No action was taken on 
this proposed legislation in 1988, but Gore reintroduced the bill on 18 
May 1989 as S 1067, the High-Performance Computing Act. 

Hearings were held in the summer of 1989 by House and Senate 
subcommittees on S 1067 and a similar bill aimed at funding HPC 
research by the Department of Energy. The Senate hearings included a 
discussion of the NREN, highlighted in an opening statement by 
Senator Gore, and representatives of a number of computer companies, 
universities and government agencies strongly supported the idea itself, 
if not always the specifics of the legislation.50 Most of the testimony 
supported the views articulated by the OSTP and NAS reports that 
there was a danger of falling behind the international competition in 



5’/bid, p 279. 
52/M, pp 263 and 300. 
53Executive Office of the President, Office 
of Science and Technology Policy, The 
Federal High Performan& Cobputing 
Proaramme. USGPO, Washinaton. DC. 
1985. 

_. 

5%id, p 1. 
55The revised version of S 1067 combined 
elements of S 1067 with S 1976 - the 
Department of Energy High-Performance 
Computing Act - but apparently it did not 
satisfy the DOE’S concerns about manage- 
ment of the programme. See High- 
Petfvrmance Computing and Communica- 
tions Act of 1997, Hearing, 5 March 1991, 
p 42. 
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supercomputing and in computer-related scientific research in the 
absence of a federal HPC programme. 

Senator Gore and his staff called upon a number of experts who 
wanted the goals of the HPC programme to be more ambitious, to 
extend access to advanced computer networks to a broader public. For 
example, Robert Kahn, by then the President of the Corporation for 
National Research Initiatives (CNRI), articulated the democratic edu- 
cational vision fairly specifically: ‘I believe there will be a real utility in 
the network for the educational system at virtually every level. Furth- 
ermore, there is a clear utility to the rest of society as well.“r Kahn also 
referred to the NREN as part of a national ‘information infrastructure’ 
that would include systems like the CNRI’s Digital Library System that 
would allow users to access library information anywhere in the country 
without knowing where the information was.52 

On 8 September 1989 Dr D. Allan Bromley, the President’s Science 
Advisor and Director of the White House OSTP, released a report 
endorsing the creation of a Federal High-Performance Computing 
Program.53 This report elaborated on points made in the 1987 OSTP 
report, but put a greater stress than the earlier report on the need to use 
existing supercomputing capabilities to ‘expedite solutions to US scien- 
tific and technical challenges’.54 This was still consistent with the 
scientific community’s vision of the future of the network but demon- 
strated how the entire scientific community (and not just the computer 
scientists and military contractors) now saw an increased stake in 
shaping the direction of future national HPC and networking program- 
mes. 

Despite strong support from Bromley for HPC and the NREN, the 
Bush administration did not call for new funding at this time. Presum- 
ably Bromley was still fighting against the forces opposed to ‘targeting’ 
high-technology industries led by White House Chief of Staff John 
Sununu, CEA Chairman Michael Boskin and Budget Director Richard 
Darman. On 8 June 1990 the NSF announced that it would fund five 
gigabit testbed projects with $15.8 million over three years. The passage 
of the Defense Department Appropriations Bill in October 1990 was 
also a notable event, because in that bill the Congress authorized $20 
million for supercomputing and high-speed network research at DAR- 
PA as a sort of protest against White House resistance to funding of 
HPC and NREN programmes. 

On 24 October 1990 a revised version of S 1067 was passed unani- 
mously by the Senate, but House passage was delayed because the 
Department of Energy wanted to coordinate the entire HPC program- 
me, against the wishes of both the White House and Senator Gore.55 
The Department of Energy was trying to carve out a future role for its 
national laboratories in Oak Ridge and Los Alamos, facilities that were 
facing the prospect of major cuts thanks to decreased emphasis on 
nuclear weapons research. On 24 January 1991 Senator Gore and 
seventeen other co-sponsors introduced S 272, the High Performance 
Computing Act of 1991. This bill was very similar to S 1067. On 28 
January 1991 Congressman George Brown (D-CA) introduced HR 656, 
which was nearly identical to S 272. 

On 4 February 1991 the presidential budget request was released. 
This time it included funding for a High Performance Computing 
Initiative which would increase federal spending on HPC R&D by $149 
million from $489 million in FY91 to $638 million in FY92. Apparently 
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Table 2. Estimated cost to the federal government of HPC/HREN programmes (by fiscal year, 
In mllllons of ddlars). 

Agency 1992 1993 1994 1995 1996 

Source: High Performance Computing Act of $&al Science Foundation 46 68 145 172 199 
1991, report submitted by Ernest Hollings of the 22 45 67 89 115 
Senate Committee on Commerce. Science. and NET 3 4 6 8 10 

Transportation, 16 May 1961, L&PO, Total 71 137 218 269 324 
Washington, DC, 1991, p 13. 

the logjam in the White House on spending for HPC had been broken. 
On the following day Senators Johnston, Walup, Domenici, Ford, 
Briggman and Craig introduced S 343, the Department of Energy High 
Performance Computing Act. This act authorized federal funding for 
the DOE’S part of the High Performance Computing Initiative. 

The Science, Technology, and Space Subcommittee held a hearing on 
S 272 on 5 March 1991. On 11 July 1991 the House approved an 
amended version of HR 656 by a voice vote. A Brown-Gephardt 
amendment which contained Buy American provisions was approved 
also by voice vote. On 18 July 1991 the Senate approved the Veterans 
Administration, Housing and Urban Development, and Independent 
Agencies Appropriations bill (HR 2519), which increased funding for 
NSF research programmes by almost 14% and provided a large increase 
for computer research and NSFNET. 

On 11 September 1991 the Senate amended and passed both S 272 
and HR 656 and sent both back to the House. Major provisions of the 
bill followed a compromise which gave two-thirds of the funding to the 
National Science Foundation, and overall responsibility for managing 
the NREN to that agency. The FCCSET would continue to play a role 
in planning the NREN itself. 

The HPC/NREN bill was an authorization bill and not a budgetary 
appropriation bill. According to a report by the Office of Management 
and Budgets (OMB) the new legislation would authorize a total $650 
million of new spending by the NSF, $388 million by DARPA and $31 
million by the National Institute of Standards and Technology (NIST), 
an arm of the Department of Commerce, from FY1992 to FY1996 (see 
Table 2). 

The gigabit testbeds 

Further evidence for the central role of the scientific community in the 
political coalition behind the HPC/NREN Act of 1991 can be found in 
the way the gigabit testbeds were designed. The testbeds predate the 
passage of the 1991 Act because in April 1990 the National Science 
Foundation and DARPA decided to give the Corporation for National 
Research Initiatives (CNRI) grants totalling approximately $15.8 mil- 
lion to begin to plan them. When these grants were issued, CNRI took 
the lead of a national research project with participants from the 
universities, national laboratories, supercomputing centres and major 
private companies. 

The main goal of the testbeds is to provide information for planning 

5sMCI is building a broadband network in the upgrading of the NREN (the successor to the NSFNET under the 
Texas using SONET links mainly for car- HPC/NREN Act) to gigabit speeds, presumably by the target data of 
tying multiplexed voice messages. Other 
telephone carriers are deploying ATM 

1996. The three gigabit wide area networks of the testbeds will be 

switches and SONET links for this pur- among the first broadband transport systems operating in the USA.56 
pose. The testbeds have been designed to accelerate the development of 
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commercial gigabit WAN equipment and software. The main rationale 
behind the testbeds, from the perspective of the network scientists, is to 
form a proving ground for technologies that will permit Internet traffic 
to grow at current rates without degrading performance - that is, to help 
build pipes wide enough to contain the projected overloads. 

The involvement of private computer and telecommunications firms, 
national research laboratories, specific scientific research efforts (mostly 
university-based) and regional supercomputing centres ensures that a 
broad set of network applications will be built into the various testbed 
experiments and that these experiments will influence future commer- 
cial offerings. The gigabit applications developed with government 
funding have to be somehow connected with the ‘Grand Challenges’, as 
defined in the HPC/NREN Act, but the business-funding applications 
do not have this same restriction. 

The combination of private, academic, government and scientific 
participants provides a kind of insurance that there will be commercial 
spinoffs from the network technologies developed in the testbeds. 
Federal government funding is aimed at reducing the risk for private 
firms and helping them to train personnel in high-performance comput- 
ing and gigabit network technology. One can interpret the testbeds, in 
short, as government-industry joint ventures or R&D consortia for the 
development of gigabit WAN technologies. 

The CNRI oversees the work of five different testbeds: (1) Aurora, 
(2) Blanca, (3) Casa, (4) Nectar, and (5) Vistanet. All except Vistanet 
receive NSF funding. Unlike the other four, Aurora does not involve a 
supercomputing centre. It is based in the Northeast with the main 
participants being Bellcore, IBM, MIT and the University of Pennsylva- 
nia. The telecommunications carriers associated with Aurora are 
Nynex, Bell Atlantic and MCI. Blanca is a national effort to further 
research in basic network technologies. The primary research partici- 
pants for the Blanca testbed are: AT&T Bell Labs, Lawrence Berkeley 
Laboratory, the National Centre for Supercomputing Applications, the 
University of California at Berkeley, the University of Illinois at 
Urbana-Champaign and the University of Wisconsin at Madison. The 
collaborating telecommunications carriers are: Ameritech, Astronau- 
tics, Bell Atlantic, Norlight and Pacific Bell. The Casa research team 
consists of Los Alamos National Laboratory in New Mexico, California 
Institute of Technology, the Jet Propulsion Laboratory in Pasadena and 
the San Diego Supercomuting Center; MCI, Pacific Bell and US West 
are the telecommunications carriers. The principal research participants 
in Nectar are Carnegie-Mellon University and the Pittsburgh Supercom- 
puting Center; the collaborating telecommunications carriers are Bell 
Atlantic/Bell of Pennsylvania. Vistanet is based in North Carolina. Its 
main research participants are: BellSouth, GTE, MCNC (formerly the 
Microelectronics Center of North Carolina), North Carolina State 
University and the University of North Carolina at Chapel Hill. The 
telecommunications carrier for Vistanet is BellSouth. 

Aurora, Blanca and Casa are all developing gigabit WANs that cross 
state boundaries, while the Nectar and Vistanet networks are contained 
within a single state. The gigabit testbeds exist as proving grounds for 
the computing and network technologies that will permit the explosive 
growth of traffic on the Internet to continue. That purpose permeates all 
the testbed programmes. The testbeds focus, in particular, on the 
following common goals: creating flexible but robust high-speed net- 
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works and developing new technologies for distributed and parallel 
computing over those networks. These goals are being pursued in a way 
which is consistent with preserving the strengths of the older Internet 
computing environment: that is, permitting a multiplicity of types of 
equipment to be interconnected so as to promote as much competition 
as possible among alternative vendors in order to give low prices and 
maximal flexibility.57 In pursuit of these goals, the testbeds share more 
specific objectives: eg comparing ATM with other broadband switching 
technologies, creating interfaces between HiPPI LANs and ATM/ 
SONET systems, addressing issues created by real-time or near real- 
time network applications, and modifying or replacing the TCP/IP 
protocols to deal with problems of real-time computing over high-speed 
networks. 

Another common theme underlying all the testbed research is the 
need to protect the supercomputing centres from federal and state 
budget cuts by widening their research programmes to include advanced 
networking and gigabit applications of interest to legislators. In doing 
this, the supercomputing community, DARPA and the NSF are re- 
sponding to the need to win political support from academic scientists 
and engineers who are not directly involved in computing and network 
research. They are also responding to the perceptions of legislators that 
the connection between expenditures on networks and supercomputers 
and US economic competitiveness is too abstract (a problem for other 
‘big science’ programmes as well). The legislators therefore want the 
supercomputing programmes to produce more tangible results, not just 
in advancing basic research but also in directly promoting commercializ- 
able new technologies. 

Many of the gigabit applications involve ‘big science’ priorities in 
medicine, chemistry, earth sciences, meteorology, seismology, and 3-D 
rendering and visualization, thanks to the FCCSET and OSTP focus on 
‘Grand Challenges’ in science and technology in their influential reports 
on high-performance computing. This is, of course, wholly appropriate 
for NSF-funded research projects and typical of US R&D policy, but it 
does not really address the more short-term concerns of legislators 
about strengthening US competitiveness. 

The participation of private firms - mainly computer and telecom- 
munications equipment companies and telecommunications carriers - in 
the testbeds is evidenced in applications research on teleconferencing, 
chemical plant management and distance collaboration. The work on 
visualization and particularly volume-rendering in science is likely to be 
easily adapted to business applications, as is the research on video 
broadcasting and multicasting. The participation of private firms is 
pushing the scientists and engineers to make sure that existing computer 
and telecommunications equipment works with the new networks and 
that the ‘not-invented-here’ syndrome does not dominate their thinking. 

57For an interesting discussion of goals for 
Towards universal access to the Internet 

the evolution of the Internet see David 
Clark, Lyman Chapin, Vint Cerf, Robert 

The discussion has focused so far on the development of the Internet 

Braden and Russ Hobby, ‘Towards the and how the US portion of the Internet backbone (the NREN) is likely 
future Internet architecture’, RFC 1287, to be upgraded to gigabit speeds. As such, it has been a study of an 
December 1991. This is available from any 
repository of Internet documents, such as 

evolution in telecommunications technology by a ‘technical elite’ from 

nis.nsf.net, by anonymous file transfer pro- the upper echelons of academia, government and business. But that 
toco1 (FrP). elite realizes that the future of the Internet will soon involve much wider 
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access, and they have planned the testbeds to develop technologies that 
will enable the Internet to adapt successfully to the explosive growth in 
usage that it has experienced in the last few years. Their strategy is to 
find rough equivalents to the things that allowed the Internet to thrive in 
its evolution from 56 kbps to 45 Mbps data transfer rates and from a few 
thousand to 4-5 million users. 

The Internet of the future will have to deal with a much larger group 
of users, from much more diverse user communities. The Internet 
Activities Board, for example, is thinking about making the Internet 
capable of handling 1 billion networks.58 In order to service these users 
adequately without degrading the performance of the network, the 
currrent megabit backbone will have to be upgraded to a gigabit 
backbone - that is, they have to build larger pipes. 

Because the kinds of applications on the network are moving in the 
direction of greater diversity and interactivity, some requiring real-time 
performance that makes the network much more transparent to its 
users, many of the older ways of managing the network have to be 
rethought and re-engineered. Some applications will have to be granted 
higher priority for network delivery than others. For example, 
videoconferencing applications cannot be delivered the same way as 
e-mail, because it does not matter if there are delays in receiving e-mail, 
but real-time video signals break down quickly if a certain number of 
video packets do not get to their destination on time. Similarly, there is 
likely to be more multicasting in the future networks than there is now, 
and this needs to be dealt with at the level of network architecture. 

To get a feel for the growing diversity of user communities on the 
Internet, we examine two important and relatively new user communi- 
ties in this section: public libraries and K-12 schools. Not only are 
employees of libraries and schools using the network, but also the users 
of libraries and the student bodies of schools. Since there are over 
30 000 public libraries in the USA, and many millions of library users, 
this is likely to be an important source of demand for network capacity 
in the near future. 59 The numbers are considerably larger for K-12 
schools. 

Interconnecting the nation’s public libraries 

The interconnection of public libraries would vastly increase the use of 
the Internet by the general public. Over 200 large university libraries are 
already on the Internet, according to the Coalition for Networked 
Information. 60 Many major g overnment and university library cata- 
logues and databases are already accessible on-line over the Internet. 

For example, all major university libraries use the Internet to access 
centralized cataloguing systems like OCLC and RLIN. The MELVYL 
system in California merges all the on-line public access catalogues 
(OPACs) of the California system to greatly ease bibliographic searches 
of works in all the collections and to facilitate interlibrary loans. 
Because book and journal prices have been rising rapidly in recent 
years, there have been great incentives to reduce acquisition expendi- 
tures through greater use of interlibrary loans. The MELVYL system is 
accessible to all library users via terminals in the libraries and via dial-up 
systems. Most users have switched from using the paper version of the 
card catalogue to the electronic version, because the latter is more 
accurate, up to date and reasonably easy to use.61 

There is no question that there is strong demand for library intercon- 
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nection across universities, but the same factors which have pushed 
universities to become part of the network are likely to operate on other 
public libraries, even though their acquisition budgets and their cata- 
loguing costs are more modest. There is a growing trend towards the 
supplementing of print publication methods with electronic (and parti- 
cularly digital) ones. Some new ‘publications’ are circulated only in 
electronic form. Librarians wishing to help users get information from 
these sources must have access to the networks. The growing demand 
for the availability of audio and video tapes, compact discs and 
CD-ROMs to library users has been reflected in library acquisitions as 
well. As high-performance network technology becomes more accessi- 
ble and affordable, even smaller public libraries will be able to send 
large text files and even video images over the network along with the 
more limited text and symbolic data they now provide.‘j* 

The main obstacles to making library interconnection a useful net- 
work service are of both a technical and a legal nature: the legal 
problems are significantly harder to deal with than the technical.63 For 
instance, current copyright laws do not allow the unlicensed use of the 
full text of library materials over networks. Unlicensed use constitutes 
an infringement of the ‘display rights’ of copyright owners. New 
intellectual property protection methods and guarantees are needed to 
create incentives for owners of copyrights to make their property 
available over the networks.@ The main technical problems concern the 
interconnection of existing library computer systems (some of which are 
based on proprietary or OS1 interconnection standards) with the 
TCP/IP-based Internet. The Internet itself is likely to evolve towards 
transparency to both TCP/IP and OS1 systems, especially as it moves 
towards gigabit transfer rates, so this problem may not be very 
important beyond the immediate future. Thus we conclude that the real 
problem is protecting intellectual property rights.65 

There is already a strong demand for library interconnection on the 
Internet. This demand is sure to increase as network technology gets 
cheaper and easier to use. By connecting to the Internet, libraries will 
be better able to serve their existing users. In fact some new users (the 
handicapped and the geographically isolated) may begin to use library 
services only after the libraries are brought onto the network. But 
before this potential can be realized, public funding will be needed to 
cover the expense of adding new network linkages and some new 
methods for protecting the intellectual property rights of the creators of 
library materials need to be devised. 

Interconnecting the nation’s schools 

A few local and state educational networks are now linked to the 
Internet and a number of computer bulletin boards are available to 
educators. Teachers, as well as students, have been very successful with 

*‘Kessler, ibid. 
their Internet endeavours. But progress in this area has been relatively 

63Strong, Hudson and Jewell, op cif, Ref modest to date because of the failure of most educational policy makers 
61, p 20. 
@Edwin Brownrigg, ‘Developing the in- 

to realize the potential. 

formation superhighway’, paper delivered 
The Internet has been used to provide interconnection between local 

at a conference on Libraries and the high schools and major universities. For instance, a Pacific Bell grant 
National Research and Education Net- funded a link between Davis Senior High School (in the citv of Davis. 
work, June 1990, p 7. 
“It should be noted that this is one of the 

CA) and the University of California at Davis (UCD). Through this link 

major foci of the work at the Center for UCD provided an expanded curriculum for the high school. The Davis 
National Research Initiatives. link increased opportunities for multilingual and disabled students to 
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receive personalized instruction. Teachers were able to get new ideas 
and information from university instructors in specialized areas.& 

Another important experiment in K-12 connectivity is the Texas 
Education Network (TENET) funded by the Texas Education Agency 
(TEA). Texas has 1050 school districts, 6400 public school campuses, 
200 000 teachers and more than 3.2 million students. After an aborted 
attempt in 1989-90 to build their own network, the TEA decided to use 
the Texas Higher Education Network (THEnet), which is a mid-level 
network for the NSFNET system, as the principal means for intercon- 
necting K-12 schools. TENET uses dial-ups of THEnet university nodes 
via 800 lines to get access to the Internet. The school terminals, which 
are mainly Macintosh or MS-DOS microcomputers, can use the Internet 
for electronic mail, bulletin boards, USENET conferencing systems and 
access to university databases. As of May 1991 TENET had 10 000 
accounts, with 50 new accounts requested per day.67 

Through various educational networks such as the FrEdMail Network 
(Free Educational Mail Network) and various discussion groups on 
BITNET, e-mail availability has been extended nationally and to a 
lesser degree internationally to teachers and students in K-12 schools. 
FrEdMail has expanded to over 120 nodes including nodes in Australia, 
Canada and Ireland.68 One of the goa 1s of the FrEdMail network is to 
‘Promote and foster the development of a low-cost, community-based, 
distributed electronic data communications network . . .‘6g FrEdMail 
has provided an easy and inexpensive way to set up an individual 
Internet node.70 The minimal hardware set-up requires: an Apple II 
computer (but not Apple IIc), a modem, a telephone line and the $60 
FrEdMail communications software package. The only other major 
expense involved is the cost of telephone charges. These costs are kept 
low by calling in off-peak hours.‘l 

E-mail over FrEdMail and BITNET has allowed teachers to collabo- 
rate on various instructional ideas and projects nationwide. Students are 
now able to adopt electronic penpals in the USA and in other nations 
through FrEdMail. Some studies have indicated that the sending of 
electronic mail to penpals over computer networks has improved 
students’ reading and writing skills. 

In addition, various bulletin boards and discussion groups have been 
established for K-12 schools. For example, on the FrEdMail network 
educators can choose from more than 10 different bulletin boards 
specifically dedicated to mathematics, social sciences, foreign lan- 
guages, ideas and collaboration for projects and activities, and projects 
for disabled students. 

Other educational bulletin boards are accessible through direct 
dial-up connections. For example, the OERI of the US Department of 
Education runs its own bulletin board for public access of announce- 
ments and files of data and information. Also, the New York City Public 
School System operates NYCNET, which is no longer accessible by an 
800 number because it became too popular.73 

As high-speed network technology becomes cheaper and more readi- 
ly available, distance-learning - which requires video transmission to be 
fully effective - can be provided. Currently, handicapped children suffer 
from the lack of distance-learning services, so they are likely to be major 
beneficiaries of inexpensive broadband educational technology.74 Also, 
high-speed networks may make it possible to enhance the curriculum at 
high schools across the nation by giving them access to state-of-the-art 
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educational materials, thus producing a higher-quality and more equit- 
able secondary school system. 

It should be noted, however, that this is not the way we are heading 
now. The main debate in secondary school applications of broadband 
technology currently is the expanded use of ‘educational’ TV with lots of 
commercial advertising such as that currently provided by the Whittle 
Corporation’s Channel 1 system. Many K-12 educators are concerned 
about the diversion of funds from teacher salaries and basic educational 
equipment towards high-tech electronic systems. The latter are likely to 
be used successfully only in schools where there has been some 
considerable expenditure on the training of teachers and students in 
basic computing and networking skills. So one should not see the 
interconnection of K-12 schools as a solution for the current ills of the 
public school system, but rather as an opportunity to reorganize the 
schools and to upgrade the skills of both teachers and students at 
(hopefully) a relatively low cost.75 

Free-nets and the nationalpublic telecomputing network 

Some argue that the USA needs a concept broader than education 
internetworking at the K-12 level and national library interconnection. 
One such broader concept is ‘free-netting’, or community-based net- 
works. According to this democratic vision, each free-net provides: 
e-mail; universal access to information in the areas of health, education, 
government, technology, the arts, recreation and the law; and public 
access to on-line library catalogues. The Cleveland Free-net, a pioneer 
in the free-netting area, contains bulletin boards for over 300 different 
special-interest groups for all city residents. Cleveland’s ‘electronic city’, 
which opened in July 1986 with about 500 logins a day, has been very 
popular. By June 1990 the system received over 5000 logins each day. 

Some visionaries would like to see the spread of the free-net idea to 
other cities, eventually to form a National Public Telecomputing 
Network (NPTN) through a federation of free-nets. Clearly this would 
require a substantial increase in public funding of infrastructure de- 
velopment at the local leve1.76 It should be noted, however, that the 

75For an excellent set of recommenda- 
federal government pays only around 10% of the total costs of maintain- 

tions, see John Clement, ‘Networkino for ing the Internet in the USA ($60-100 million per year), with universities 
K-l 2 education: bringing everyone 
together’, unpublished paper, Educom, 

and local and state governments picking up the rest of the tab (over $600 

Washington, DC, 3 May 1991. 
million per year) .77 Just as important as the increased infrastructure 
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National Public Telecomputing Network is 
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‘Free-netting: the development of free, 
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and Kathleen L. Maciuszko, ‘Community 
online systems’, in Allen Kent, ed, Encyc- Proposals for a national public network 
lopedia of Library and information Science, 
Marcel Dekker, New York, NY, 1992. Addi- The most recently publicized democratic vision for the future of the 
tional information was obtained in an elec- networks is the urouosal of the Electronic Frontier Foundation for a - I 
tronic mail discussion with Tom Grundner 
on 22 November 1991. 

national public network (NPN). The Electronic Frontier Foundation 

“These rough estimates were confirmed (EFF) was started in the summer of 1990 by Mitchell Kapor and John 
in the written comments of Vint Cerf to the Perry Barlow. Kapor was the founder of Lotus Development Corpora- 
authors on an earlier draft, March 1992. 
‘*See Jeffrey A. Hart, ‘The Teletel/Minitel 

tion. EFF is also supported by one of the founders of Apple Computer 

system in France’, Telematics and In- Corporation, Steve Wozniak, and by major figures in the computer 
formatics, Vol 5, May 1988, pp 21-28. industry like Esther Dyson and David Farber. EFF is pushing for an 
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NPN that provides universal and inexpensive access to data through a 
Narrowband Integrated Services Digital Network (N-ISDN) built and 
maintained by the telephone companies.79 

An enormous debate has sprung up in the computer and telecom- 
munications communities about this proposal. The main problem, 
according to some telecommunications engineers, is that the NPN may 
result in excessive prolongation of the life of the copper cabling in the 
telecommunications infrastructure. You can get universal N-ISDN 
quickly only if you do it over existing copper wires. N-ISDN requires 
less sophisticated switching equipment than broadband ISDN (B- 
ISDN). Thus, according to the NPN opponents, the NPN may delay the 
transition from copper to fibre and from current switching technology to 
broadband switching, thus making it impossible for the USA to keep up 
with the state of the art in telecommunications technology. 

The NPN makes sense to the network engineers only as a method for 
broadening access to the Internet, and then only if the prices of N-ISDN 
services are low enough to convince subscribers that it is worth paying a 
premium over their current telephone rates to get access to the Internet. 
According to these critics of the NPN, broad deployment of N-ISDN 
services might delay moves towards broadband ISDN (B-ISDN) be- 
cause N-ISDN requires investments in N-ISDN central office switches 
and related equipment which will have to be amortized. In addition, 
N-ISDN will require new investments in copper wires and coaxial 
cabling, just at a time when optical-fibre cabling is beginning to become 
economically competitive with copper. Thus one would want to move 
only gradually and incrementally towards universal N-ISDN connectiv- 
ity, and with an eye towards easing the transition to broadband to the 
kerb and neighbourhood as soon as possible. 

Summary 

In light of the current strong demand for and relatively small costs 
involved in using the Internet for educational purposes, there appears to 
be great potential benefit connected with continuing to subsidize public 
library interconnection and the extension of Internet access to K-12 
schools. Experiments with K-12 networking, such as the Texas Educa- 
tional Network and the FrEdMail Network, make this reasonably clear. 
Internet connectivity is considerably cheaper and provides a much 
broader access to information than does the building of dedicated 
library and school networks. More importantly, the extension of 
network services to library users and schoolchildren and their teachers is 
likely to result in a large increase in demand for network services 
generally. Even if these users stick to simple applications like e-mail and 
file transfers, their numbers are so large that they will create a major 
increase in demand for network services. 

Conclusions 

There have been five main visions of networking embodied in the 
history of the building of the ARPANET, the NSFNET and the 

79For elaboration see ‘The national public Internet, and the NREN and gigabit testbeds: (1) the military vision, (2) 
network begins now, and you can help to 
build it’, EFfector Online, 6 November 

the computer science vision, (3) the elite academic vision, (4) the 

1991. This newsletter is available via the 
business vision, and (5) the general educational vision. The military 

Internet by sending an e-mail request to vision was married to the computer science vision during the early years 
eff@eff .org. of the ARPANET. 
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The elite academic vision became dominant with the decommission- 
ing of the residual ARPANET and its replacement with the NSFNET 
and the Internet. It is the dominant vision in the High Performance 
Computing and National Research and Education Network Act of 1991. 
Most of the research in the gigabit testbeds is consistent either with the 
computer science or the elite academic visions, even though the 
underlying rationale is to make the Internet capable of adapting to its 
currently explosive rate of traffic growth. 

The business vision was incorporated in the decision to allow com- 
mercial enterprises to interconnect with the Internet through private 
Internet interconnection services firms. It has also entered into the 
planning for future networks through the public and private funding of 
business-oriented gigabit applications research. 

The general educational vision was implicit in the initial proposals for 
the NREN, particularly in the speeches of Senator Albert Gore, and 
explicit in the proposals by the Electronic Frontier Foundation for a 
national public network. This vision has taken concrete form in experi- 
ments like the Texas Education Network and the FrEdMail Network 
and efforts to interconnect public libraries across the nation. The public 
educational vision is somewhat inconsistent with the other four visions 
because it requires more user-friendly interfaces. 

The history of the Internet is a history of the incorporation of more 
and more inclusive visions of participation in the benefits of computer 
networking. Traffic is growing exponentially, users are becoming more 
numerous and diverse, and applications are moving in the direction of 
real-time collaboration over the networks. What is needed now is the 
commitment to develop the technologies that make the Internet capable 
of dealing with this explosive rate of growth in users and the greater 
diversity of applications and user communities on the network. 

The history of the Internet suggests also that there is a viable 
alternative to the vision for the future of broadband networks that has 
been promulgated by the telephone companies. The telephone com- 
panies have been arguing and investing on the basis of their belief that 
the country needs to move to broadband capability by allowing them to 
provide video (mostly one-way cable TV) services to their subscribers. 
This will give them, and their competitors in the cable TV industry, they 
argue, an incentive to lay more fibre more rapidly and closer to homes, 
factories and offices than would otherwise occur. It will also give them 
an incentive to develop faster the broadband switches and other 
technologies that will make the public switched networks more capable 
and eventually cheaper to operate. 

The main sticking point to all this, however, is that the type of service 
that the telephone companies wish to offer to justify higher subscriber 
fees - cable TV - is a one-way service that does not require switching. 
While it may make sense to make the cable companies and the 
telephone companies compete with one another for both telephone and 
cable services, on the premise that competition is generally better than 
monopoly, even if the monopoly is regulated, nevertheless, how one 
gets from telephone-company-supplied cable TV service to a national 
broadband public switched network is by no means clear. Most impor- 
tantly, the subscribers who watch one-way cable TV are unlikely to 
learn from the cable programming how to take advantage of the 
interactive services they will eventually get when the full broadband 
network is finally available. 
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The history of the Internet provides a useful and perhaps more 
realistic alternative vision of the transition to broadband networking. 
The users of the Internet, who are expanding rapidly in numbers and 
diversity, are learning how to use the services that will be more widely 
available when national broadband networks are in place. Some of the 
current users of the Internet will have a chance to innovate new 
broadband services via experiments like the gigabit testbeds discussed 
above. It is easier to subsidize and cross-subsidize in the Internet user 
community than in the current public switched networks, and to train 
users how to utilize the new services that will eventually be available 
with broadband networks. These differences between the Internet and 
the public switched networks may make the Internet a superior tran- 
sitional vehicle towards broadband networking. New users of the 
Internet and its more capable successors - in the schools, businesses and 
government agencies of the country - are more likely than the telephone 
companies’ new cable TV customers to contribute to increases in 
national productivity. They may not get you to universal broadband 
networks as fast, but they are quite likely to get you there more 
productively. 
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